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Abstract

End-user streaming services have grown exponentially in the past years. The
mechanisms to serve the enormous amounts of content available have seen a lot of
improvements in terms of reliability, flexibility, and overall quality. However, a
plaguing problem is related to the last part of the delivery infrastructure—home
networks. These networks are managed in myriad ways, and poor configuration and
misuse reflect directly on the quality of the video streaming experience. Detecting
home network issues and appropriately reporting them is key to providing the right
solution when users report problems with streaming services.

We propose a microservices-led system that includes a client-side service that
collects data and key performance indicators about the home network. The system
consists of a series of cloud-enabled microservices that collect, store, and analyze
data, create summarized information, and send alerts into various systems to enable
preemptive or on-demand actions. We propose that the client-side library be made
available on various platforms such as Windows, OS X, Linux, iOS, Android, WebOS,
Tizen, and similar other platforms to enable wider acceptance.

The cloud-side of the system is proposed to provide support for multi-tenancy with
the ability to store data securely on a per-tenant basis or in a “public pool”. Various
levels of analysis can be performed on the data, and accordingly, various outcomes
can be derived. Depending on the integrating systems requirements, the data could
be stored in its raw format, and systems can access it to perform analysis and
recommendations. The raw data goes through various transformations, resulting in
structured data that analytics systems can more easily ingest. However, such
transformations still do not offer any volumetric reductions. The analytics systems
perform real-time analysis on such structured data and generate information, such
as the frequency with which some events happen and perform basic correlation
between various events (e.g., event X happens if event Y is present). Finally, the
analytics systems create predictions about a specific issue or set of issues or a per-
user basis for the issues that are likely to happen to that specific user or the setup
for a specific network configuration type.

As an outcome of the analytics and predictions, various dashboards and alarms are
generated. Such configurable dashboards (widgets) allow visual representation of a
system, tenant, or user's status and permit the ability to set up alarms and
notifications that can be integrated with other systems to address the alarms and
performance notifications and take action.




Introduction

Over the Top (OTT) content streaming has significantly increased in recent years.

According to 2019 data, OTT streaming subscribers in the US has a 55.3% share of
the entire population and are expected to grow to 60% and beyond in coming years
(Feldman, 2019). The last mile delivery of the streaming service frequently depends
on the subscribers' home Wi-Fi networks, which are often unmanaged. Home
networks are heterogeneous and complex, so a home user finds it difficult to
diagnose problems that may impact OTT streaming quality. The telecom operators
providing the access network are also not fully equipped to offer diagnostics and
resolution of home network problems, primarily due to the lack of measurements
available in the home networks. As the video traffic streams are encrypted, the
telecom operators can only measure video quality based on metrics related to the
network traffic.

Many content delivery systems use
HTTP-based Adaptive Bitrate
Streaming (HAS) for delivering content
over a best-effort internet. HAS relies
upon pre-encoding the video content
into multiple bit rates and quality
levels for different end-client screen
resolutions. The video end client
requests the appropriate quality and
bitrate video stream depending on the
available bandwidth. The video s
stored at the distribution point in small
chunks with varying bitrate encoding,
compression, and resolutions to
support the varying bandwidth

requirements. While the end-client
video player is playing a downloaded
section, at the same time, the end-
client is also requesting for the next
video chunk to be downloaded

depending on the available buffer in
the end client. The end client requests
small sections of the video based on
the presently available bandwidth and
estimates the available bandwidth for
the following video sections. The end
client may request a higher quality,
lower compression video chunk if the
predicted available bandwidth
increases. If the predicted available
bandwidth drops, the end client
requests a lower quality, higher
compression video chunk before
reaching a steady state. If the
bandwidth drops to a very low value,
the end-client video player must stop
the playback and wait for the buffer to
be full before resuming the content
playback (Bampis et al., 2018).




While OTT providers have tried to overcome the QoS challenge by adopting newer
standards such as Apple’s Low-Latency HLS and low latency CMAF for DASH, this,
however, only partially solves the challenge as the overall QoS is attributed to
multiple factors, such as encoding and packaging, first-mile feed upload, CDN
bottlenecks, last-mile connectivity, and player buffering. On top of this, the varying
speeds of home networks also add to the ||| Gz
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